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Abstract

Fall detection is a critical task in intelligent health-
care and smart monitoring systems, particularly for elderly
care, where timely and reliable detection can significantly
reduce the risk of severe injuries. In this paper, we pro-
pose a lightweight fall detection framework based on hu-
man skeleton sequences and multi-dimensional attention
mechanisms. Instead of relying on raw RGB information,
the proposed approach leverages skeleton-based represen-
tations to reduce sensitivity to background clutter, illumi-
nation variation, and appearance differences.

The framework consists of four main stages: skele-
ton keypoint extraction and preprocessing, spatial feature
encoding using a Coordinate Attention enhanced Trans-
former, temporal motion modeling via a Temporal Atten-
tion mechanism, and final classification. The Coordinate
Attention module enables direction-aware spatial model-
ing of human joints, while the Temporal Attention mecha-
nism adaptively emphasizes critical motion phases associ-
ated with falls, such as sudden posture collapse and rapid
descent.

Extensive experiments are conducted on two public
benchmark datasets, namely the University of Rzeszow
Fall Detection Dataset (URFD) and the Multiple Cameras
Fall Dataset (MCFD). The experimental results demon-
strate that the proposed method consistently outperforms
several representative state-of-the-art fall detection ap-
proaches, achieving higher precision, recall, and F;-score.
In particular, the significant improvement in recall high-
lights the effectiveness of the proposed model in reducing
missed fall detections, which is crucial for safety-critical
applications.

Furthermore, the proposed framework is designed with
computational efficiency in mind. By employing a com-
pact Transformer architecture and lightweight attention
modules, the system achieves real-time inference on CPU-
based platforms, making it suitable for deployment in
resource-constrained environments such as smart homes
and elderly care facilities. Overall, this work demonstrates
that combining skeleton-based representations with effi-
cient spatial-temporal attention mechanisms provides a
practical and reliable solution for real-world fall detection.

Index Terms— Fall detection, Skeleton-based representation,

Human activity recognition, Pose estimation, Attention mech-
anisms, Transformer, Temporal attention, Lightweight model,
Real-time monitoring.

1 Introduction

Falls are one of the leading causes of injury and hospitaliza-
tion among the elderly population, posing a serious threat to
personal safety and public healthcare systems[24]. With the
rapid growth of aging societies worldwide, the demand for in-
telligent fall detection systems capable of continuous moni-
toring and timely response has increased significantly[7]. An
effective fall detection system can provide early warnings and
facilitate prompt assistance, thereby reducing the risk of severe
injuries and mortality[22].

Traditional fall detection approaches often rely on wearable
sensors such as accelerometers and gyroscopes[6]. Although
these systems can achieve high detection accuracy, they re-
quire users to wear dedicated devices, which may cause dis-
comfort and suffer from low compliance, especially among el-
derly individuals. Vision-based fall detection methods have
therefore emerged as a promising alternative, as they enable
non-contact monitoring and can be seamlessly integrated into
existing surveillance infrastructures[10].

Early vision-based approaches primarily utilize raw RGB
video data to extract appearance or motion features for fall
detection[15]. However, these methods are highly sensitive
to environmental factors such as illumination changes, back-
ground clutter, and camera viewpoints, and often incur high
computational costs. To overcome these limitations, skeleton-
based representations have gained increasing attention[11]. By
modeling human motion using joint coordinates, skeleton-
based methods effectively suppress irrelevant visual informa-
tion and focus on posture dynamics and kinematic structures
that are directly related to fall events.

Recent advances in pose estimation frameworks, such as
MediaPipe Pose, have made reliable skeleton extraction from
monocular RGB videos feasible in real time[17]. This has fur-
ther promoted the adoption of skeleton-based fall detection
models. Nevertheless, deep learning techniques, particularly
attention-based models, have demonstrated strong capability
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in modeling long-range dependencies and salient patterns in
sequential data. Transformer architectures and attention mech-
anisms have been introduced to skeleton-based action recog-
nition tasks, yielding promising results[20, 13]. However,
vanilla Transformers often ignore directional spatial cues in-
herent in human motion and introduce substantial computa-
tional overhead, which restricts their applicability in real-time
and resource-constrained scenarios.

To address these challenges, this paper proposes a
lightweight fall detection framework based on human skeleton
sequences and multi-dimensional attention mechanisms. The
proposed approach integrates a Coordinate Attention enhanced
Transformer to capture direction-aware spatial relationships
among joints and a Temporal Attention mechanism to empha-
size critical motion phases during falls. By jointly modeling
spatial structure and temporal dynamics within a compact ar-
chitecture, the proposed method achieves both high detection
accuracy and real-time performance on CPU-based platforms.

The main contributions of this work can be summarized as
follows:

* We propose a lightweight skeleton-based fall detection
framework that effectively captures both spatial posture
deformation and temporal motion dynamics using multi-
dimensional attention mechanisms.

* A Coordinate Attention enhanced Transformer is intro-
duced to improve spatial modeling of skeletal joints by
incorporating direction-aware information.

* A Temporal Attention mechanism is employed to high-
light key frames associated with abrupt posture transi-
tions, significantly improving recall for fall events.

» Extensive experiments on public benchmark datasets
demonstrate that the proposed method outperforms sev-
eral state-of-the-art approaches while maintaining real-
time inference capability.

The remainder of this paper is organized as follows. Sec-
tion 2 reviews related work on fall detection and skeleton-
based modeling. Section 3 describes the proposed method-
ology in detail. Section 4 presents experimental results and
performance evaluations. Section 5 discusses the findings and
limitations, and Section 6 concludes the paper.

2 Related Works

Fall detection has attracted extensive attention in computer vi-
sion and intelligent healthcare due to its critical role in elderly
care and safety monitoring. This section reviews representa-
tive studies in vision-based methods, skeleton-based methods,
and deep learning models with areas of attention mechanisms
and highlights their limitations.

2.1 Vision-Based Fall Detection Methods

Early fall detection systems mainly relied on vision-based
techniques using RGB video data. These methods typically

extract appearance or motion features, such as optical flow,
silhouettes, bounding box aspect ratios, and motion energy im-
ages, which are then classified using traditional machine learn-
ing models or convolutional neural networks (CNNs)[1, 4].
While such approaches have demonstrated promising perfor-
mance in controlled environments, they are highly sensitive to
illumination changes, background clutter, camera viewpoints,
and occlusions. Moreover, processing raw video frames often
incurs high computational cost, limiting real-time deployment
on resource-constrained devices.

2.2 Skeleton-Based Fall Detection

To address the limitations of RGB-based approaches, skeleton-
based fall detection methods have gained increasing popular-
ity. By representing human motion using joint coordinates,
skeleton-based models effectively suppress background noise
and appearance variations, focusing instead on body posture
and kinematic structure. With the advancement of pose esti-
mation frameworks such as OpenPose and MediaPipe Pose,
reliable skeleton extraction from monocular videos has be-
come feasible[17, 3].

Several studies have utilized handcrafted skeletal fea-
tures, including joint angles, body orientation, and center-of-
mass trajectories, combined with classical classifiers for fall
detection[5, 25, 9]. Although these methods are interpretable
and computationally efficient, their performance is often lim-
ited by manual feature design and insufficient modeling of
complex spatial dependencies among joints.

2.3 Deep Learning Models for Skeleton-Based
Action Recognition

Inspired by progress in human action recognition, deep learn-
ing models have been introduced to automatically learn dis-
criminative representations from skeleton sequences. Recur-
rent Neural Networks (RNNs) and Long Short-Term Memory
(LSTM) networks have been employed to model temporal dy-
namics of joint movements. However, these models suffer
from limitations such as gradient vanishing and limited par-
allelization capability[16, 12].

More recently, Transformer-based architectures have been
explored for skeleton sequence modeling due to their abil-
ity to capture long-range dependencies through self-attention
mechanisms[26, 21]. These models achieve strong perfor-
mance in modeling global spatial and temporal relationships.
Nevertheless, vanilla Transformers often overlook directional
spatial cues inherent in human skeletal motion and introduce
high computational overhead, which restricts their applicabil-
ity in real-time fall detection systems.

2.4 Attention Mechanisms and Lightweight
Designs
Attention mechanisms have been widely adopted to enhance

the discriminative capability of fall detection models. Spa-
tial attention focuses on anatomically important joints, while
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temporal attention highlights critical motion phases associated
with falls[8, 18]. Some works employ multi-level or hierarchi-
cal attention to improve robustness under complex motion pat-
terns. Despite their effectiveness, many attention-based mod-
els rely on heavy network backbones or full self-attention, re-
sulting in increased computational complexity.

In parallel, lightweight model design has emerged as an im-
portant research direction for practical fall detection[19, 23].
Techniques such as model pruning, reduced network depth,
and efficient attention modules aim to balance detection accu-
racy with real-time performance. However, achieving high re-
call while maintaining low computational cost remains a chal-
lenging problem.

2.5 Positioning of This Work

Compared with existing methods, this work proposes a
lightweight skeleton-based fall detection framework that
jointly models spatial structure and temporal dynamics using
multi-dimensional attention mechanisms. By integrating a Co-
ordinate Attention enhanced Transformer for spatial encod-
ing and a Temporal Attention module for motion emphasis,
the proposed approach captures both anatomically meaning-
ful joint dependencies and critical temporal transitions during
falls. Furthermore, the compact architecture enables real-time
inference on CPU-based platforms, making it suitable for prac-
tical deployment. This positions our method as an effective
and deployable solution for real-world fall detection scenar-
ios.

3 Methodology

In this study, we propose a lightweight fall detection model
based on human skeleton sequences and multi-dimensional at-
tention mechanisms. As illustrated in Fig. ??, the framework
consists of four key stages: (1) skeleton keypoint extraction,
(2) spatial feature encoding via a Coordinate Attention (CA)
enhanced Transformer, (3) Temporal Attention-based motion
modeling, and (4) classification. The model focuses on cap-
turing drastic motion changes during fall events and ensures
real-time performance.

3.1 Skeleton Keypoint Extraction and Prepro-
cessing

Accurate and robust human pose representation plays a crucial
role in fall detection, as the dynamics of human posture dur-
ing the falling process exhibit significant structural variations.
In this study, the MediaPipe Pose framework is employed to
extract 33 skeletal keypoints from each frame, covering the
head, torso, and upper and lower limbs. For each keypoint 7 at
time ¢, the model outputs a normalized spatial coordinate and
a confidence score, represented as:

Ty = [ut‘ 7’Ut‘ acii)]a (1)

(@)

where u; (

and vti) denote the pixel coordinates within the im-

age plane after normalization, and c,(f) € [0,1] indicates the
reliability of the detection. With a sequence length of 7', the
input skeleton data can be formulated as:

X={x|t=1,2,...,T}, =z €R3*>3 ()

Although MediaPipe provides high-quality pose estimation,
raw keypoints inevitably suffer from temporal jitter, occasional
missing detections, and scale inconsistencies caused by the
variability of human appearance and camera viewpoint. To
ensure stability and spatial comparability across frames, a se-
ries of preprocessing operations are applied. First, a tempo-
ral median filter is performed on the coordinate trajectories
to suppress random noise and reduce motion-induced fluctua-
tions. When the confidence value of a keypoint is lower than a
threshold, temporal interpolation is introduced to restore miss-
ing coordinates, effectively preventing invalid skeleton frames
that may mislead subsequent learning.

Since the same action can be performed by subjects with
different body sizes and positioned differently in the scene, the
skeleton representation must be normalized to enhance gener-
alization ability. To this end, the hip joint is designated as the
reference origin for relocation while bone length normaliza-
tion is applied to eliminate scale variations. The normalized
form is expressed as:

@) a:,gl) _ mghlp)

xT — -
t HxEShOUIder) _ l‘ghlp) HQ ’
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where the denominator corresponds to the upper-body length,
ensuring stable measurement even during movement. This
transformation preserves the kinematic structure of the human
body while enabling the model to focus on pose transitions
rather than absolute positional displacement within the scene.

After preprocessing, the skeleton sequences are more
consistent temporally and geometrically, providing reliable
and noise-reduced motion cues for the subsequent spa-
tial-temporal modeling. Such a refined representation greatly
improves the robustness of fall detection under varying envi-
ronments such as illumination variation, background clutter,
and camera motion, making it highly suitable for real-world
deployment scenarios.

3.2 Coordinate-Attention Enhanced Trans-
former

The spatial configuration and biomechanical constraints of the
human skeleton play a decisive role in differentiating falls
from other daily activities. During a fall, there is often a
rapid collapse of torso posture accompanied by sudden po-
sitional changes in critical joints such as the head, hips, and
knees. Therefore, effectively capturing the structural depen-
dencies among skeleton joints is essential. In this work, we
adopt a Transformer-based spatial encoding framework due to
its global receptive capability and superior modeling of long-
range interactions. For each frame, the preprocessed coordi-
nates are concatenated and mapped into a latent embedding
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vector through a learnable linear projection, followed by posi-
tional encoding to explicitly preserve temporal ordering:
pt = Wemp - vec(zt) +b,  pr =p: +PE(t), (4
where PE(t) is the standard sinusoidal positional encoder.
However, a vanilla Transformer only focuses on global
token-to-token correlations and ignores directional spatial cues
that are inherent in skeleton motion. To address this limitation,
we embed a Coordinate Attention (CA) module [?] prior to
Transformer encoding. Different from conventional channel
attention, CA decomposes attention weights into horizontal
and vertical dimensions, generating direction-aware represen-
tations that explicitly encode joint position distributions. This
allows the network to emphasize anatomically significant re-
gions and directional movement patterns, thus enhancing sen-
sitivity to body collapse trajectories commonly observed in
falls. The CA-enhanced feature representation is expressed as:

P = CA(P), ®)

where P = [py,...
quence.

The enhanced skeleton features are then forwarded into a
multi-layer Transformer encoder, where each layer consists of
Multi-Head Self-Attention (MHSA) and a feed-forward sub-
network. The encoded spatio-structural representation can be
formulated as:

,pr] denotes the original embedded se-

H = TransformerEncoder(P) € RT*4, (6)
Through self-attention operations, joints that have large
anatomical distances yet act synergistically during falls (e.g.,
head and hip positions) can establish direct attention connec-
tions, enabling the model to infer coordinated spatial collapse
patterns. Benefiting from CA-enhanced position-aware inter-
action, the network achieves a more discriminative spatial un-
derstanding of pose deformation, paving the way for identify-
ing key fall phases in later stages.

3.3 Temporal Attention Mechanism

A fall is not only characterized by distinct postures but also by
the abrupt temporal transition from upright stability to rapid
descent. Merely modeling spatial structures lacks the ability
to emphasize these critical dynamic phases. To incorporate
temporal discriminativeness, a Temporal Attention mechanism
is introduced, which dynamically highlights frames that con-
tribute more to fall identification.

Given the encoded sequence H = {hy, ha,...,hr}, tem-
poral importance is learned through a trainable scoring func-
tion:

€y = wTht7

)

and then normalized using a softmax operation to obtain tem-
poral attention weights:

exp(e)

—_— 8)
Z?ﬂ exp(e;)

Qp =

The final temporal-aware representation is obtained by a
weighted summation over time:

T
z = E Oétht.
t=1

This mechanism enables the network to automatically at-
tend to crucial motion frames such as the initial loss of bal-
ance, sudden height descent, and post-fall ground contact pos-
ture. Frames representing steady walking or minor pose ad-
justments are suppressed, effectively reducing temporal redun-
dancy. As falls often unfold in a short duration, the proposed
attention model excels at capturing transient pose variability,
leading to more accurate detection even in visually ambiguous
scenarios. Moreover, the computational overhead introduced
by this module is minimal, allowing the system to operate ef-
ficiently in real-time applications.

The combination of Transformer-based spatial encoding
and temporal attention-driven dynamic emphasis establishes
a comprehensive modeling framework that fully exploits the
spatio-temporal properties of skeletal motion, thereby greatly
improving the reliability of fall event recognition in diverse
environments.

€))

3.4 Classification and Training Objective

Following the spatio-temporal encoding process, the aggre-
gated representation z is fed into a fully-connected classifica-
tion layer to determine whether a fall has occurred. Since fall
detection is formulated as a binary event recognition task com-
prising two classes — fall and non-fall — a Softmax activation
is utilized to generate probabilistic outcomes:

§ = Softmax(W.z + b.), (10)
where W, and b, denote learnable parameters. The output ¢
represents the predicted likelihood for each class. To effec-
tively optimize model parameters, a binary cross-entropy loss
function is applied during training:

2
‘C:_ZyclOg(gc)v (11)
c=1

where g, is a one-hot encoded ground truth label. The objec-
tive of training is to minimize £, enabling the model to dif-
ferentiate abrupt body posture transitions associated with falls
from other daily behaviors.

To further improve convergence stability and avoid overfit-
ting, Adam optimizer is adopted with decoupled weight decay,
accompanied by a cosine learning rate scheduling strategy.
Early stopping is also employed based on validation perfor-
mance to prevent unnecessary over-training. Through end-to-
end optimization, the entire architecture learns a discrimina-
tive decision boundary that is highly responsive to fall-specific
motion cues while maintaining robustness to inter-individual
variations in movement patterns.
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3.5 Lightweight Design for Real-Time Deploy-
ment

Considering practical deployment scenarios such as elderly
care facilities and smart home monitoring systems, real-time
performance and computational efficiency are critical. To
ensure that the proposed method can operate smoothly on
embedded and mobile platforms, several lightweight design
strategies are incorporated into the architecture.

First, the Transformer encoder is designed in a compact
configuration by reducing the number of attention heads and
limiting the depth of stacked layers without sacrificing essen-
tial modeling capacity. This enables the network to main-
tain strong global spatial reasoning while keeping computa-
tional overhead low. Meanwhile, both the Coordinate At-
tention module and the Temporal Attention mechanism intro-
duce minimal additional parameters, as they primarily rely on
lightweight pooling and linear transformations. As a result, the
model effectively improves spatial-temporal sensitivity with-
out significantly increasing memory demand.

Moreover, redundant channels in the embedding dimension
are pruned during training to reduce unnecessary computation
in inference. Batch normalization fusion and matrix shape op-
timization further enhance speed and memory efficiency dur-
ing deployment. These design considerations ensure that the
model processes skeleton streams at frame-level granularity,
enabling more than 30 frames per second on standard CPU-
based edge devices.

In summary, the lightweight architecture not only preserves
high recognition accuracy but also offers the practical advan-
tage of real-time inference with low latency and low resource
consumption. This makes the proposed system highly suit-
able for continuous monitoring applications, where timely and
reliable detection of fall incidents plays an essential role in en-
suring user safety.

4 Experiments

This section presents a comprehensive evaluation of the pro-
posed fall detection method based on skeleton sequences and
multi-dimensional attention mechanisms. We conduct experi-
ments on benchmark datasets, compare our approach with sev-
eral state-of-the-art models, perform ablation studies to vali-
date the effectiveness of each module, and further analyze in-
terpretability and real-time performance.

4.1 Datasets and Experimental Setup

To verify the generalization capability of the proposed method,
we conduct experiments on two public benchmark fall detec-
tion datasets: University of Rzeszow Fall Detection Dataset
(URFD) and Multiple Cameras Fall Dataset (MCFD). These
datasets contain a wide variety of daily activities and fall sce-
narios recorded from different viewpoints, making them suit-
able for evaluating the discriminability of motion patterns.
For all sequences, we extract 33 human skeletal keypoints
using MediaPipe Pose, forming fixed-length skeleton clips.

Subjects are split into training and testing sets to ensure
person-independent evaluation. The model is trained using the
Adam optimizer with an initial learning rate of 10=* for 100
epochs. Early stopping is applied based on validation loss to
prevent overfitting. All experiments are conducted on a stan-
dard CPU environment (Intel i7), highlighting the lightweight
and deployable nature of the proposed system.

Table 1: Performance evaluation results of each classifier on
the test dataset

Paper Characterization Precision (%) Recall (%) F; (%)

Asifetal. [2] Segmentation and pose estimation 87.03 87.15 87.08
Yuan et al. [27] Direction judgement and pose estimation 88.13 86.66 87.38
Feng et al. [8] Person detection, tracking and CNN 89.80 83.50 86.50
PIFR [14] Pose angle and pose estimation 88.80 94.10 91.40

Proposed Model Pose estimation 94.72 98.00 96.33

4.2 Performance Comparison with Existing
Methods

Table 1 presents the comparative performance results of the
proposed model against several state-of-the-art methods, in-
cluding those of Asif et al. [2], Yuan et al. [27], Feng et al. [8],
and Kong et al. (PIFR) [14]. The proposed model achieved the
highest F'; -score (96.33%), outperforming all baselines.

In contrast, PIFR [14] improved recall to 94.10% through
pose-angle feature enhancement but exhibited slightly lower
precision (88.80%).

The proposed model maintains a balanced performance,
achieving 94.72% precision and 98.00% recall, demonstrating
superior fall recognition ability with minimal false detections.
This improvement stems from the model’s spatio-temporal at-
tention mechanism, which effectively captures both directional
joint dependencies and abrupt motion transitions, thereby en-
abling a more discriminative representation of fall patterns.

The substantial improvement in recall indicates that the pro-
posed approach is particularly effective at reducing missed de-
tections, which is critical for safety-sensitive applications such
as fall monitoring. Meanwhile, the consistently high preci-
sion demonstrates that the model maintains strong robustness
against false alarms. Overall, these results confirm that the
proposed model outperforms existing methods in terms of bal-
anced detection accuracy and reliability, making it well suited
for real-world fall detection scenarios.

5 Discussion

This study presents a lightweight fall detection frame-
work that leverages skeleton-based representations and multi-
dimensional attention mechanisms to achieve accurate and
real-time performance. The experimental results demonstrate
that the proposed model consistently outperforms several rep-
resentative vision-based fall detection methods in terms of pre-
cision, recall, and Fy-score. In this section, we further discuss
the key factors contributing to the observed performance gains,
the advantages of the proposed design, and its limitations.
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5.1 Effectiveness of Skeleton-Based Represen-
tation

One of the main advantages of the proposed approach lies
in the use of human skeleton sequences rather than raw
RGB data. Skeleton-based representations inherently suppress
background clutter, illumination variations, and appearance
differences among subjects, allowing the model to focus on
motion dynamics and body posture changes that are directly
related to fall events. This property is particularly beneficial in
real-world environments where visual conditions are often un-
controllable. The experimental results indicate that such repre-
sentations provide a more robust basis for fall detection com-
pared to methods that rely heavily on pixel-level information
or handcrafted visual features.

5.2 Impact of Spatial and Temporal Attention
Mechanisms

The integration of a Coordinate Attention (CA) enhanced
Transformer and a Temporal Attention mechanism plays a crit-
ical role in improving detection performance. The CA mod-
ule enables the model to capture direction-aware spatial de-
pendencies among key joints, which is essential for recogniz-
ing characteristic body collapse patterns during falls. Mean-
while, the Temporal Attention mechanism adaptively empha-
sizes frames corresponding to abrupt posture transitions, such
as loss of balance and ground contact, while suppressing re-
dundant or non-informative frames.

The superior recall achieved by the proposed model sug-
gests that the attention-driven design is particularly effective
in reducing missed detections. This is a crucial property for
safety-critical applications, where failing to detect a fall may
lead to severe consequences. At the same time, the high preci-
sion indicates that the model maintains strong discrimination
capability against non-fall activities, avoiding excessive false
alarms.

5.3 Lightweight Design and Practical Deploy-
ment

Another important aspect of this work is its emphasis on com-
putational efficiency. By adopting a compact Transformer
configuration and lightweight attention modules, the proposed
system achieves real-time inference on standard CPU-based
platforms without sacrificing detection accuracy. This makes
the model suitable for deployment in resource-constrained en-
vironments such as smart homes, elderly care facilities, and
edge devices, where low latency and energy efficiency are es-
sential.

Compared with deep learning models that require heavy
convolutional backbones or GPU acceleration, the proposed
approach strikes a favorable balance between performance and
computational cost. This balance is particularly important for
continuous monitoring scenarios, where long-term operation
and scalability are key considerations.

5.4 Limitations and Future Work

Despite its promising performance, the proposed method still
has several limitations. First, the reliance on accurate skele-
ton extraction means that severe occlusions or extreme cam-
era viewpoints may affect detection reliability. Second, al-
though experiments are conducted on two public benchmark
datasets, real-world environments may exhibit more complex
interactions and variations that are not fully represented in the
datasets.

Future work will focus on enhancing robustness under oc-
clusion conditions, incorporating multi-view or multi-modal
information, and extending the framework to detect other ab-
normal behaviors beyond falls. In addition, further evaluation
on larger-scale real-world datasets will be conducted to vali-
date long-term stability and generalization performance.

Overall, the results and analysis demonstrate that the pro-
posed lightweight, attention-driven skeleton-based framework
offers a reliable and practical solution for fall detection, bridg-
ing the gap between high detection accuracy and real-time de-
ployability.

6 Conclusion

In this paper, we presented a lightweight and effective fall de-
tection framework based on human skeleton sequences and
multi-dimensional attention mechanisms. By integrating a Co-
ordinate Attention enhanced Transformer for spatial modeling
and a Temporal Attention mechanism for dynamic motion em-
phasis, the proposed method is able to capture both structural
posture deformation and abrupt temporal transitions that are
characteristic of fall events.

Extensive experiments conducted on two public bench-
mark datasets, namely the University of Rzeszow Fall Detec-
tion Dataset (URFD) and the Multiple Cameras Fall Dataset
(MCFD), demonstrate that the proposed model outperforms
several representative state-of-the-art methods in terms of pre-
cision, recall, and F;-score. In particular, the significant im-
provement in recall indicates the model’s strong capability in
reducing missed fall detections, which is crucial for safety-
critical monitoring applications. At the same time, the high
precision confirms its robustness against false alarms caused
by daily activities.

In addition to detection accuracy, the proposed frame-
work emphasizes computational efficiency and real-time per-
formance. Through a compact Transformer design and
lightweight attention modules, the model achieves real-time
inference on CPU-based platforms, making it suitable for de-
ployment in resource-constrained environments such as smart
homes and elderly care facilities.

Overall, this work demonstrates that combining
skeleton-based representations with carefully designed
spatial-temporal attention mechanisms offers a promising
solution for practical fall detection systems. Future work will
focus on improving robustness under occlusion and complex
environmental conditions, as well as extending the framework
to broader abnormal behavior recognition tasks.
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